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Executive Summary  

This deliverable will present the details of the approach that was taken in order to produce the first 

prototype of diversity-aware ranking. As such, we focus on the output of the opinion and fact mining 

toolkits, i.e. structured data in KDO format. In the prototype we introduce the dimensions of topic coverage 

and sentiment. 

In addition to that, we implemented the prototype as a RESTful service that enables to rank data on any 

RDF store which contains data in KDO compliant format. 

 

The deliverable is structured as follows: 

 

Section 2 will give detailed information about the state-of-the-art analysis that was conducted in order not 

to reinvent the wheel as well as to reconsider the most important definitions. At this point, it is worth to 

mention, that most state-of-the-art publications on search result diversification focus on a rather limited 

interpretation of diversity. 

 

In Section 3 we will question this viewpoint and introduce the algorithm for the first prototype of diversity-

aware ranking. This also includes a detailed description of the according APIs. 

 

Finally, Section 4 summarizes all approaches that have been considered for the prototypical 

implementation as case studies. However, as some of these approaches look promising, we can be 

confident that we will incorporate these technologies in the next version of this deliverable. 



RENDER Deliverable D3.3.1 

Page 4 of (28)  © RENDER consortium 2010 – 2013 

 

List of authors 

Organisation Author 

UIBK Andreas Thalhammer 

UIBK Andreea Gagiu 

UIBK Simon Hangl 

UIBK Ioan Toma 

Ontotext Maurice Grinberg 

 



Deliverable D3.3.1 RENDER 

© RENDER consortium 2010 - 2013 Page 5 of (28)  

 

Table of Contents 

Executive Summary ........................................................................................................................................... 3 

Table of Contents .............................................................................................................................................. 5 

List of Figures ..................................................................................................................................................... 6 

List of Tables ...................................................................................................................................................... 7 

Abbreviations..................................................................................................................................................... 8 

1 Introduction ............................................................................................................................................... 9 

2 Semantic and Diversified Document Ranking (State of the Art) .............................................................. 10 

2.1 Ranking of Structured Semantic Data ............................................................................................... 10 

2.1.1 Link-Based Analysis .................................................................................................................... 10 

2.1.2 Classification Based on the Information Used ........................................................................... 11 

2.2 Search Result Diversification ............................................................................................................. 13 

3 Prototype: Diversity-aware Ranking of Diversity Information ................................................................. 15 

3.1 Algorithm: Diversity-aware Ranking ................................................................................................. 15 

3.1.1 Relevance Measure.................................................................................................................... 15 

3.1.2 Diversity Measure ...................................................................................................................... 16 

3.1.3 Diversification objective ............................................................................................................ 17 

3.2 RESTful Service for Diversity-Aware Ranking .................................................................................... 17 

4 Case studies: RDF ranking ........................................................................................................................ 18 

4.1 Spreading Activation for RDF ranking ............................................................................................... 18 

4.1.1 DualRDF and PageRankRDF components in OWLIM ................................................................. 18 

4.1.2 Fast Approximate SA Approaches .............................................................................................. 18 

4.2 Clustering for RDF ranking ................................................................................................................ 19 

4.3 Examples of RDF SA and clustering: Preliminary results ................................................................... 20 

4.3.1 DBpedia example ....................................................................................................................... 20 

4.3.2 Recipe dataset example ............................................................................................................. 22 

4.4 Leveraging Usage Data for the Ranking of Entity Features............................................................... 24 

References ....................................................................................................................................................... 25 

Annex A Leveraging Usage Data for Linked Data Movie Entity Summarization .......................................... 28 

 



RENDER Deliverable D3.3.1 

Page 6 of (28)  © RENDER consortium 2010 – 2013 

 

List of Figures 

Figure 1: Visualization of the considered dimensions of the prototype. ........................................................ 15 

Figure 2: Cluster based SA (CbSA). .................................................................................................................. 20 

Figure 3: Results from http://dbpedia.org/resource/jaguar URI with clusters sorted by decreasing mean 

activation. Nodes withing the clusters are also sorted by decreasing activation. ................................... 21 

Figure 4: Results from http://dbpedia.org/resource/Friedrich_Nietzsche URI with clusters sorted by 

decreasing mean similarirty. Nodes within the clusters are also sorted by decreasing activation. ........ 22 

 



Deliverable D3.3.1 RENDER 

© RENDER consortium 2010 - 2013 Page 7 of (28)  

 

List of Tables 

Table 1: Characteristics of Cluster 109 from the recipe dataset obtained with Cluto. ................................... 22 

Table 2: Clusters activated by activating the recipe closest to the center of cluster 109.  (Each recipe is 

described by the set of foods which are shared by most recipes in the cluster.).................................... 23 

 



RENDER Deliverable D3.3.1 

Page 8 of (28)  © RENDER consortium 2010 – 2013 

 

Abbreviations 

HTTP   Hypertext Transfer Protocol 

HTML   Hypertext Markup Language 

KDO  Knowledge Diversity Ontology 

NER  Named Entity Recognition 

REST   Representational State Transfer 

RDF   Resource Description Framework 

SIOC   Semantically-Interlinked Online Communities 

URL   Uniform Resource Locator 

XML   Extensible Markup Language 



Deliverable D3.3.1 RENDER 

© RENDER consortium 2010 - 2013 Page 9 of (28)  

 

1 Introduction 

This deliverable will present the details of the approach that was taken in order to produce the first 

prototype of diversity-aware ranking. As such, we focus on the output of the opinion and fact mining 

toolkits, i.e. structured data in KDO format. In the prototype we introduce the dimensions of topic coverage 

and sentiment. 

In addition to that, we implemented the prototype as a RESTful service that enables to rank data on any 

RDF store which contains data in KDO compliant format. 

 

The deliverable is structured as follows: 

 

Section 2 will give detailed information about the state-of-the-art analysis that was conducted in order not 

to reinvent the wheel as well as to reconsider the most important definitions. At this point, it is worth to 

mention, that most state-of-the-art publications on search result diversification focus on a rather limited 

interpretation of diversity. 

 

In Section 3 we will question this viewpoint and introduce the algorithm for the first prototype of diversity-

aware ranking. This also includes a detailed description of the according APIs. 

 

Finally, Section 4 summarizes all approaches that have been considered for the prototypical 

implementation as case studies. However, as some of these approaches look promising, we can be 

confident that we will incorporate these technologies in the next version of this deliverable. 
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2 Semantic and Diversified Document Ranking (State of the Art) 

As with any kind of research, a sufficient analysis of the state of the art is inevitable. We took the effort and 

analyzed the state of the art in ranking structured semantic data (section 2.1) and in the field of search 

result diversification (section 2.2). 

2.1 Ranking of Structured Semantic Data 

2.1.1 Link-Based Analysis 

Applying content analysis to data does not always yield accurate results due to the different ways in which 

information can be interpreted. A single word can have different meanings, depending on the context in 

which it is used. For example, the ǁoƌd ͞Jaǀa͟ ĐaŶ ƌefeƌ to ŵultiple eleŵeŶts: a pƌogƌaŵŵiŶg laŶguage, 
software platform, a brand of Russian cigarettes, a type of coffee or alcohol, a French band, a song, a 

fictional character (e.g. a comic book villain), a dance, a board game, and island or sea in Indonesia, a city in 

the USA (in Virginia, New York, Georgia, or South Dakota), or even to one of the oldest and rarest American 

breed of chicken
1
 (and even many more not listed here). A safe assumption is usually that the number of 

meanings of any word is unbound. However, humans can distinguish among these meanings by taking into 

account the context (the relationships with the other elements in the text) while a machine that ignores 

such relationships cannot.   

In order to overcome such ambiguity issues, content analysis techniques are combined with other 

approaches, such as link analysis, to extract the content around the resources and improve the accuracy of 

the results. Link analysis techniques focus on evaluating the relationships (connections) that define the 

structure of the information to be analyzed. These techniques provide additional information through the 

relationships between the different items contained by the information analyzed. Unlike the techniques 

presented in the previous section, link analysis relies on examining the graphs established among items, i.e. 

the nodes (items to rank) and edges (relationships connecting them). Therefore, using these techniques, 

implicit properties can be derived and included in the ranking process. 

Two page ranking algorithms, are commonly used in web structure mining: (1) PageRank algorithm [31], 

and (2) HITS (Hyper-text Induced Topic Selection) [23]. Both algorithms consider all links equal in 

distributing the rank scores [47].  

Based on a random walk algorithm, the PageRank system evaluated the probability of finding a random 

web surfer on any given page. A search engine may first retrieve a list of relevant pages to a given query 

based on keywords, and second applies the PageRank algorithm to adjust the results so that more 

͞iŵpoƌtaŶt͟/ ͞ƌeleǀaŶt͟ pages aƌe pƌoǀided at the top of the page list. The PageRank algorithm states that 

if a page has important links to it, the links it provides to outside pages become also important; thus, the 

algorithm takes the backlinks into account and propagates the ranking through them: a page has a high 

rank if the sum of the ranks of its backlinks is high [31] [34]. 

On the other hand, HITS is a purely link-based algorithm and ranks webpages by analyzing their interlinks 

and outlinks: webpages pointed by many hyperlinks are called authorities, whereas webpages that point to 

many hyperlinks are called hubs [8], [23], [44]. Once the pages have been assembled, HITS ignores textual 

content and focuses on the structure of the Web only. Methods such as HITS [23] estimate the quality of 

Web pages and the topic relevance between the Web pages and the query.  

Therefore, Link analysis implementations have been successfully applied for query independent ranking 

(also called static ranking). Three main extensions have been developed to increase the corpus of link 

analysis methodologies: (1) weighted link analysis, (2) hierarchical link analysis, and (3) semantic web link 

analysis.  

Weighted link analysis refers to assigning more relevance to certain kind of links in accordance to their 

type. As most approaches were proposed for database research (and thus are not directly applicable on a 

                                                           
1
 http://en.wikipedia.org/wiki/Java_%28disambiguation%29, last checked 15.05.2012 

http://en.wikipedia.org/wiki/Java_%28disambiguation%29
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web-scale), the main challenge of the present category of techniques consists in assigning weights to the 

links without affecting the overall performance.  

Examples of implementations of this technique consist of WLRank, proposed by [3], and Weighted 

PageRank algorithm, proposed by [47]. Both approaches are offered as extensions to the PageRank 

algorithm, which consider different web page attributes to give more weight to some links, and, thus, 

improve the precisions of the answers. WLRank uses the relative position in the page tag where the link is 

contained and length of the anchor text. Similarly, Weighted PageRank assigns larger rank values to more 

important/popular pages instead of dividing the rank value of a page evenly among its outlink pages – each 

outlink page gets a value proportional to its popularity [47]. 

 

Intended for distributed environments, hierarchical link analysis performs a layered exploration of the 

underlying data. Xue et al. [48] argue that although link analysis algorithms have been used extensively in 

Web information retrieval, the algorithms generally work on a flat link graph and ignore the hierarchical 

structure of the Web graph. The authors propose a new link analysis algorithm, called Hierarchical Rank, 

which consists of two main components: (1) a new Web-link graph, which contains two layers, i.e. the 

upper-layer graph and the lower-layer graph, and (2) a random walk model which assumes that the user 

searches for information by starting from the upper-layer and either jumps to another upper-layer mode, 

or follows the hierarchical links down the lower-layer. The authors argue that the proposed algorithm can 

significantly improve the performance of the Web search, efficiently alleviate the rank problem and assign 

the reasonable rank to the newly-emerging Web Pages. Similarly, [21], [12], [45], [5] exploit the hierarchical 

structure of distributed environments and of the Web. However, the model presented has never been 

applied on semi-structured data sources with distinct semantics and none have taken into consideration 

weighted relations between supernodes [7].  

 

Semantic Web link analysis methods aim to exploit the semantics of relationships during the ranking 

process. The techniques represent an evolution of the weighted link analysis applied to the Semantic Web 

context. In this respect, [2] propose SemRank, a method to rank semantic relationships using a blend of 

semantic and information-theoretic techniques with heuristics. The model supports the idea of modulative 

search, where users may vary their search modes to effect the changes in the ordering of results depending 

on their needs. On the other hand, the model proposed is solely focused on ranking and retrieval of 

relationships.  

[33] propose a framework which uses related concepts inclusion and applies appropriate weighting 

functions. The ranking is done by scoring semantic document annotations based on document richness 

through their research prototype retrieval called PicoDoc.  

Another example is the Swoogle search engine [10], [9] which proposes OntoRank, a variation of the 

PageRank algorithŵ foƌ “eŵaŶtiĐ Weď ƌesouƌĐes. OŶto‘aŶk eŵulates useƌ͛s ŶaǀigatioŶ ďehaǀioƌ at 
document level granularity using a rational surfer model. Ranking Semantic Web Documents (SWD) 

eŵulates a ͞ƌatioŶal͟ ageŶt aĐƋuiƌiŶg kŶoǁledge oŶ the seŵaŶtiĐ ǁeď usiŶg the hǇpeƌlinks provided by 

[9]͛s aŶd [10]͛s ͞seŵaŶtiĐ ǁeď ŶaǀigatioŶ ŵodel͟ at doĐuŵeŶt leǀel. IŶtuitiǀelǇ, the algoƌithŵ estiŵates 
the probability that a rational surfer will visit a SWD, with the bias that ontologies are more preferred to 

instance data. 

 

Additionally, link analysis methods can be classified in two main categories: untyped (any relationships 

between two items are equally considered regardless of the nature of semantic of such items) and typed 

(certain links are more relevant than others). Although link analysis techniques produce richer data models, 

they require a more complex processing.   

 

2.1.2 Classification Based on the Information Used 

According to the information used, ranking models can be classified in four categories: (1) Boolean, (2) 

statistical and probabilistic, (3) hyperlink based, and (4) conceptual models.  
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The Boolean model is considered the simplest form of retrieving documents according to how relevant they 

are to the user query. In this model, the query is formulated as a Boolean combination of terms using the 

classical operators AND, OR, and NOT. More complex queries can be built up out of these operators and are 

evaluated according to the traditional rules of Boolean algebra. Therefore, the query is a weightless phrase 

(or, it can also be seen as using only two weights – zero when the term is absent and one when it is 

present) and is either true of false [14]. The model indicates that the document either satisfies a query (is 

͞ƌeleǀaŶt͟Ϳ oƌ does Ŷot satisfǇ it ;is ͞ŶoŶ-ƌeleǀaŶt͟Ϳ aŶd, thus the doĐuŵeŶt͛s taŶk ǁill Ŷot ďe Đoŵputed. 
However, this type of ranking models has a large number of limitations. For instance, the results of such 

Boolean model algorithms either produce a large number of documents or none at all are retrieved. 

Moreover, classical Boolean models produce counter-intuitive results due to their all-or-nothing approach 

[14], such as the response to a multi-teƌŵ O‘, ͞a doĐuŵeŶt ĐoŶtaiŶiŶg all [oƌ Ŷot ŵaŶǇ of] the ƋueƌǇ teƌŵs 
is not treated better than a document containing oŶe teƌŵ͟ [37]. In order to cope with these shortcomings, 

the Extended Boolean operators have been proposed. The Extended model assigns weights to both the 

doĐuŵeŶt aŶd the ƋueƌǇ͛s ǁoƌds aŶd EǆteŶded BooleaŶ opeƌatoƌs aƌe used to Đoŵpute siŵilaƌitǇ 
measures.  

One of the most important implementation of the Extended Boolean Model is        [25]. 

 

The statistical model is one of the oldest and most common models used for document ranking which 

utilizes a list of term for representing documents and queries. The methods from this category disregard 

any conceptual relations among terms (similar to the methods contained by the content-based analysis 

category). The focus of these techniques is on exploiting statistical information (e.g. term frequency, 

document length, etc.) for computing the similarity degree of the document and query.  

An example of such a method is the Vector Space Model [24]. After removing stop words and stemming, 

the ŵodel Đoŵputes the teƌŵ͛s ǁeights ďǇ the         formula [38]. The terms weighted build the 

document vector and the query vector, which will be normalized. The similarity degree of the document 

and the query is calculated using methods such as the calculation of the cosine of the angle between the 

two vectors, or distance functions. Methods contained by the vector space model techniques do not 

distinguish homonyms (similar words with different meaning) and synonyms (different words with similar 

meanings). 

An alternative form of vector space model is LSI (Latent Semantic Index) [6] which uses statistical properties 

to eǆtƌaĐt teƌŵ͛s ĐoŶĐeptual ƌelatioŶs to eliŵiŶate the dƌaǁďaĐks of ǀeĐtoƌ space model.  

 

Hyperlink-based models use, as the name suggests, hyperlink structured for ranking. This category includes 

algorithms such as PageRank, HITS (both discussed in the previous sections) or SALSA (an algorithm that 

uses the combination of ideas from both HITS and PageRank) [26].  

In this category [50] introduce the concept of ranking the Semantic-linked Network, which contains 

different kinds of links between documents. The authors propose a personalized ranking algorithm where 

fuzzy-set rank is used to record the contribution of different semantic links to the rank of a semantic 

component. The rank of the document will be an average of the ranks of all links.  

 

Conceptual Models try to extract the concepts of the documents and the query to compare them [38]. The 

ontology based model proposed by [42]  is one of the conceptual models which map the phrases in a 

document into conceptual instances using annotations. The retrieval model is based on an adaptation of 

the classic vector-space model, including an annotation weighting algorithm and a ranking algorithm. 

Weights are assigned to the instances, indicating the relevancy degree of conceptual instances to 

document meaning. The user query is converted to an internal knowledge base which returns a list of 

relevant instances (e.g. conceptual tuples) that satisfy the query. Document ranking can be achieved 

through the vector space model.  

TAP [18] presents a view of the Semantic Web where documents and concepts are nodes in a semantic 

network. This approach addressed two issues: (1) the development of a distributed query infrastructure for 

ontology data in the semantic Web, and (2) the presentation of query execution results (improving results 

by using the data from the surrounding models) [42].  
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Similarly, the model proposed by [35], based on Spread Activation (SA), represents documents and their 

concepts in a semantic network. Each link has a weight attached according to a SA based on certain 

properties of the ontology (e.g. similarity, specificity measure), measuring the strength of the relation. SA 

techniques are used to find related concepts in the ontology given an initial set of concepts and 

corresponding initial activation values. These initial values are obtained by applying classical search to the 

data. SA algorithm expands a set of initial components to their relevant components.  

Other models for document ranking exist, such as language model [32], relaxation algorithm [46], which 

use natural language processing techniques, and take into consideration syntactic structure and 

morphological form of terms. In some cases, such as Content Based Model [36], information about the user 

is considered when calculating the rank of the documents. 

2.2 Search Result Diversification 

In the past, the problem of search result diversification has been tackled by a group of researchers. The first 

point that becomes obvious is that the term diversification can be interpreted in a variety of ways. [11] 

distinguishes between algorithms that focus on: 

1. Content diversity focuses on items that are dissimilar in content (e.g. extracted keywords) 

2. Novelty diversity focuses on items that contain additional information in comparison to already 

browsed ones 

3. Coverage diversity focuses on items that cover as many topics or categories as possible. 

However, as pointed out by [30], these perceptions of diversity are rather limited and do not cover 

sentiments or opinions. Unfortunately, the authors do not provide or point to valuable alternatives or 

solutions. As RENDER follows a holistic interpretation of diversity we focus on this novel track of perceiving 

diversity which is generally different from the above mentioned viewpoints. Nevertheless, the algorithms 

that were developed in the contexts of the above mentioned categories can serve as a baseline. In the 

folloǁiŶg, ǁe ǁill aŶalǇse the past Ǉeaƌs͛ ŵajoƌ ĐoŶtƌiďutioŶs to seaƌĐh ƌesult diǀeƌsifiĐatioŶ aŶd ǁe poiŶt 
out common weaknesses and strengths.  

A rather early publication by Zhai et al. [49] describes so-called subtopic retrieval. The idea is to retrieve 

documents that include a lot of subtopics of the actual query topic. The authors also include an evaluation 

method that suits for this kind of information retrieval and states an alternative to the traditional 

relevance-based precision/recall measure. Moreover, a variety of methods addressing the problem of 

subtopic retrieval are introduced and evaluated with the introduced measures s-precision/s-recall. Of 

course, this paper can fits to the 3
rd

 of the above mentioned categories. The introduced approaches for 

topic modelling are a novelty-based approach and a hybrid method that combines novelty and relevance.  

Vee et al. perform diversity-aware ranking on structured data [43]. For this, the authors assume a table-

based i.e. relational data model. Therefore, one of the key inputs for their algorithm is a ranking of the 

importance of the columns that has to be determined from domain to domain. Based on this, they employ 

a so-called Dewey Tree as a data model. Based on this, they employ a greedy algorithm replaces branches 

of the DeǁeǇ tƌee aŶd ŵaiŶtaiŶs a ͞teŶtatiǀe ƌesult set͟. Although the algorithm operates on structured 

data, we are not able to apply this algorithm for diversity ranking as – even though we have a domain 

model – we cannot provide a ranking between the properties as this varies between use cases. 

Similarly, [19] also provide a ranking algorithm on structured data. The algorithm is based on the goal to 

find the so-called k-nearest diverse neighbour (KNDN). The author employs the greedy Motley algorithm 

that works with R-trees and minimum bounding rectangles for database navigation. In addition to that, the 

author introduces measures that help to estimate the degree of diversity. Unfortunately, the algorithm is 

tailored to relational databases and their spatial index structures. 

[13] discusses a mathematical approach to search result diversification. The goal is to provide a solution to 

the contradictory-sounding goal of providing diverse and at the same time relevant results. The idea is to 

maximize a utility function that is tailored to a set of axioms. However, while introducing these axioms the 
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authors also prove that not all of them can be fulfilled at the same time. Having defined the goal and the 

constraints, a pragmatic approach is to try to maximize the value of the utility function for given a variety of 

possible result sets. The authors prove that the problem of MaxSumDispersion – that has been proven to 

be NP-hard - can be reduced to the optimization of the utility function. Although a 2-approximation 

algorithm exists for the MaxSumDispersion problem, we are not confident that the solution scales on a 

huge amount of Tweets (that is included in the RENDER use case). 

Similar to approach by [13], the approach presented in [1] describes the problem of diversification of a 

result set as a mathematical function. The main focus of this paper lies on the diversification of results for 

ambiguous queries as an input. They also conclude that the problem is NP-hard and therefore a solution is 

only provided if it is tried to approximate the optimal solution. For this, the authors employ a greedy 

algorithm that iterates over the set of documents and – at each step – it selects the document with highest 

marginal utility. The authors evaluate the results with a set of standard measures over various data sets 

and also compare to with Mechanical Turk judgments. 

As we can see on the publications above, the problem of result set diversification has been tackled from a 

variety of angles but one of the most obvious has not been treated yet, i.e. clustering. Although presenting 

a rather obvious solution to a complex problem, clustering is usually not considered for two main issues:  

 Usually, it is computationally too intensive to be performed online. 

 It is performed offline (pre-computed clusters) and therefore restricts the ability to adapt to the 

query. 

However, van Leuken et al. present an efficient light-weight clustering-based approach for the presentation 

of diverse results for image search [27]. The authors consider two different scenarios: having a list of results 

that has already been ranked by relevance or starting with a set of equally important results. In this realm, 

the authors provide three algorithms of which one covers the first scenario and the two others relate to the 

second. The clustering finally enables to provide an interface with which the user does not get swamped by 

the flood of information. The clustering approach also proves to be flexible as the similarity measure can 

easily be adapted to new data models and information. 

 

Above we have treated the most important publications in the field of search result diversification. 

Additionally, we also want to mention other publications that provide state of the art reviews about the 

topic of search result diversification. This gives us the opportunity to point the likeminded reader to [30] 

and [11].  

Concluding the findings of above, we can separate the works into various categories: There is research 

which approaches the problem from a database point of view. In addition the problem of diversification has 

been formulated in mathematical terms and as such as a function for which estimating the optimum is in 

the category of the NP-hard problems. In our conclusion, we support the following points made by  [30]: 

 Most approaches employ greedy approximation algorithms. 

 All algorithms are designed to work online. 

 None of the state-of-the-art works try to perform offline pre-computation of (parts of) the results. 

 Different notions of diversity such as combining opinion, sentiment and topics are not available. 

 Clustering provides the option of flexible similarity measures. 

In the following chapter we will consider these points while coming up with the description of the 

prototype of diversity-aware ranking. 
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3 Prototype: Diversity-aware Ranking of Diversity Information 

The prototype of the diversity-aware ranking component focuses on data that has been pre-processed by 

an NLP engine which has topics and sentiments extracted. We assume that this information is represented 

in accordance to a diversity-enabling data model, i.e. the Knowledge Diversity Ontology (KDO, cf. D3.1.1 

and D3.1.2). 

This chapter is split into two main sections. In section 3.1 we will introduce the algorithm and methodology 

which is utilized by the diversity-aware ranking component. After that, in section 3.2, we describe the 

diversity-aware ranking interface. 

3.1 Algorithm: Diversity-aware Ranking 

The core of the algorithm for diversity-aware ranking is built on the findings of [27]. From this paper, we 

eŵploǇ the ͞Fold͟ algoƌithŵ ǁhiĐh takes a pƌe-ranked list of relevant – but not necessarily diverse – 

documents. In accordance to the prototypes of the opinion mining tool (D2.1.1) and the prototype of the 

fact mining tool (D2.2.1) the objective of the diversification focuses on covered topics in relation to the 

sentiment score (see the example in Figure 1). 

Theƌefoƌe, the appƌoaĐh is ŶatuƌallǇ also aligŶed to the ͞thƌee steps to diǀeƌsitǇ͟ ideŶtified iŶ [30], i.e. 

Relevance Measure, Diversity Measure, and Diversification Objective. 

 

Figure 1: Visualization of the considered dimensions of the prototype. 

 

3.1.1 Relevance Measure 

The clustering algorithm takes as an input an initial ranking that is provided by a relevance measure. The 

state of the art in this field is extensively discussed in section 2.1. In our prototypical implementation 

OŶtoteǆt͛s Page‘aŶk-related RDF rank
2
 feature will be utilized for this task. However, as it is the task of 

research to enhance the state of the art, we discuss various case studies for this task in section 4. In fact, 

high quality input for the initial ranking is needed in order to produce valuable results [27]. 

 

                                                           
2
 http://owlim.ontotext.com/display/OWLIMv50/OWLIM-SE+RDF+Rank, last checked on 15.05.2012 

http://owlim.ontotext.com/display/OWLIMv50/OWLIM-SE+RDF+Rank
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3.1.2 Diversity Measure 

As mentioned in the beginning of this section, the prototype implements a clustering method called 

"Folding" and is introduced in [27].  

At this point we will give a short summary of this approach: 

Based on an initial ranking we select as a representative the highest ranked statement. Traversing the list of 

results, the remaining results are compared to the set of already selected representatives. New 

representatives are chosen if the statement is sufficiently different from all previous representatives. After 

this step, we have a set of representatives and the statements that were in the results set but not selected 

as representatives. For each of the remaining statements, we now choose as a cluster the representative 

that is closest to it. This leads to a non-fixed number of clusters. 

The approach presented in [27] applies this clustering approach to images. In our case, of course, we 

cannot utilize the similarity function that has been introduced for the images. Therefore, we introduce a 

similarity measure that accounts for topic similarity as well as for sentiment similarity. 

Topic Similarity: 

Topics are attached to a statement via the property sioc:topic. Topics are represented as they are extracted 

by the fact mining toolkit (cf. D2.2.1). 

Operating on structured data, we can easily introduce a very well known similarity measure that helps us to 

determine whether two statements cover the same topics. 

We make use of the Jaccard
3
 similarity; the function topics(x) retrieves the set of topics of the statement x:     ሺ     ሻ         ሺ  ሻ        ሺ  ሻ        ሺ  ሻ        ሺ  ሻ  

Another important point is the similarity measure. Of course, the similarity measures for image similarity 

do not apply for our perception of diversity. As the current output of Enrycher only extracts topics (also in 

the sense of named entities) and sentiments, we start with a simple two fold approach. 

Sentiment Similarity: 

The sentiment score is extracted by the opinion mining toolkit (cf. D2.1.1). The representation of the 

sentiment score is via KDO by using the property kdo:hasScore. For determining sentiment similarity, we 

make use of a simple subtraction of the sentiment scores from each other. The function score(x) denotes 

the double sentiment score value of the sentiment of the statement x:     ሺ     ሻ          ሺ  ሻ        ሺ  ሻ  
Combining topic and sentiment similarity: 

Both similarity scores, Jacc and Sent, range in the interval between 0 and 1 where 1 means full similarity 

and 0 means no similarity at all. Therefore, we can combine the two scores by simply averaging them:       ሺ     ሻ       ሺ     ሻ      ሺ     ሻ  

More general, we can denote the similarity score by linearly combining them.       ሺ     ሻ          ሺ     ሻ  ሺ    ሻ      ሺ     ሻ 
The restriction on this combination is:          Therefore, SimAvg can be represented by SimLin with       . 

                                                           
3
 http://en.wikipedia.org/wiki/Jaccard_index, last checked on 15.05.2012 

http://en.wikipedia.org/wiki/Jaccard_index
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3.1.3 Diversification objective 

In the last step, we produce an interface where the user can put emphasis on one of the above mentioned 

diversity aspects.  

IŶ ouƌ pƌototǇpe, ǁe iŵpleŵeŶt ͞eŵphasis͟ oŶ oŶe of the aspeĐts with         ሺ                 ሻ or        ሺ                    ሻ. However, if this is an optimal estimate or if the users should be able to 

adjust the linear combination by themselves is due to evaluation. 

3.2 RESTful Service for Diversity-Aware Ranking 

The prototype of the ranking component is provided as a RESTful
4
 service. The interface follows a SPARQL

5
-

like query system. However, as we want to rank kdo:Statements, we provide only an interface for the 

WHERE clause. The restrictions (e.g. certain topics, authors, publication data ranges, etc.) have to be 

formulated on a fictive variable ͞?s͟. 

The RESTful service uses the HTTP GET method. The following parameters are mandatory: 

 endpoint - defines the SPARQL endpoint which contains information according to the KDO 

ontology. 

 restrictions - define restrictions (which are compliant to the syntax of the SPARQL "where" part) on 

the variable ?s which represents instances of kdo:Statement.  

As mentioned above, we also want to provide the option to define a diversification objective. This is done 

by the following optional parameter:  

 rank - defines an emphasis on a certain property (currently either kdo:hasSentiment or sioc:topic). 

The full URI for the property is needed e.g. 

 "rank=http://kdo.render-project.eu/kdo#hasSentiment".  

                                                           
4
 http://en.wikipedia.org/wiki/RESTful, last checked on 15.05.2012 

5
 http://www.w3.org/TR/rdf-sparql-query, last checked on 15.05.2012 

http://en.wikipedia.org/wiki/RESTful
http://www.w3.org/TR/rdf-sparql-query
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4 Case studies: RDF ranking 

The following subsections provide a detailed insight into case studies that were carried out in the context of 

exploring relevance and diversity ranking objectives. Parts of these case studies were also published. 

4.1 Spreading Activation for RDF ranking 

This section describes an approach for diversity-aware ranking based on spreading activation (SA) and 

clustering techniques. The developments presented here build on work done in LarKC EC project [16][39] 

and are aimed at exploring the potential of SA as a mechanism for diversity ranking, based on the idea that 

more typical items will get more activated than less typical ones and thus the level of activation can serve 

as a measure of typicality. The second idea, explored in this section, is to evaluate to what extent clustering 

information performed on RDF data, can give information about diversity, based on measuring similarity to 

a query on a topic and intra and inter cluster distances between the cluster members. A third approach 

combining SA and clustering, is to use the cluster information – similarity matrices, level of typicality of a 

cluster member, agglomerative hierarchical clustering information – as a basis for intra-cluster and inter-

cluster SA. 

4.1.1 DualRDF and PageRankRDF components in OWLIM 

Two SA inspired mechanisms comes as standard OWLIM components – DualRDF and PageRankRDF [39]. 

The addition of such plug-iŶs iŶ OWLIM ǁas iŶspiƌed ďǇ the goal to eǆpeƌiŵeŶt ǁith ĐogŶitiǀelǇ‐iŶspiƌed 
methods for selection and ranking based on popular connectionist approaches on top of RDF datasets. 

These components allow for evaluation of different activation implementations for diversity-aware ranking. 

The PageRank algorithm, implemented in OWLIM allows for ranking of nodes in large RDF datasets. It is an 

iŵpleŵeŶtatioŶ of the oƌigiŶal algoƌithŵ, iŶteŶded to opeƌate oŶ ǁeď pages͛ gƌaph ;as ŶodesͿ aŶd 
hyperlinks (as edges). The importance of a node is based on the importance of nodes which have links to it.  

PageRankRDF is based on the counting of connections (predicates) between resources. A resource has a 

higher RDF rank if it is subject and object in many statements or/and if it has a high RDF ranked neighbour. 

OWLIM plug-in calculates RDF Rank values for the entire graph and the ranks values are available through a 

system predicate – http://www.ontotext.com/owlim/RDFRank#hasRDFRank.  

For example, the computation of the RDFRanks for 400M LOD statements takes 310 seconds. RDF Rank 

values are not updated automatically and if a considerable change in the dataset has been done they have 

to be recomputed. The namespace for RDFRank can be found at 

http://www.ontotext.com/owlim/RDFRank#.  

DualRDF implements the full functionality of standard SA with a full set of parameters which can be set by 

the user like activation thresholds and activation functions. 

DualRDF (standard SA) and PageRankRDF are implemented as extensions the core of OWLIM – the TRREE 

engine. The configuration parameters required for the SA and PageRank features usage can be initiated and 

managed through SPARQL ASK queries. SA is performed from URIs referred to in a SPARQL query and 

returning as a result a tripleset, which contains the selected part of the graph. 

DualRDF and PageRankRDF are powerful mechanisms which can rank RDF URIs on the bases of their 

connectivity with other URIs. If this level of connectivity (or available information) about a URI can 

characterize the diversity of the data, these two mechanisms can be used for diversity ranking. 

4.1.2 Fast Approximate SA Approaches 

Although the DualRDF component implements full standard SA with all its virtues it cannot be used for very 

large dataset due to speed limitations [39]. In order to remedy to this the so-called Node Selection based 

SA (NSbSA) [16][39] ǁas deǀeloped. It takes adǀaŶtage of the spaƌsitǇ of the Ŷodes͛ ĐoŶŶeĐtiǀitǇ ;Ŷode-

http://www.ontotext.com/owlim/RDFRank#hasRDFRank
http://www.ontotext.com/owlim/RDFRank
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predicate-node) matrix described above and the existing formats for compact representation of sparse 

matrices. NSbSA is based on non-zero elements finding and implements path finding in a graph defined by 

the Ŷodes͛ ĐoŶŶeĐtiǀitǇ ŵatƌiǆ ;siŵilaƌ to a ďƌeadth-first-search algorithm in graphs). This procedure results 

iŶ a list of ͚aĐtiǀated͛ Ŷodes aŶd the Ŷuŵďeƌ of tiŵe theǇ haǀe ďeeŶ eŶĐouŶteƌed. Thus, N“ď“A seleĐts the 
nodes which would have been activated at some point in a standard SA process. The number of times a 

node is reached via different connections is an estimate of its level of activity. The method can also use a 

different connection matrix, for instance derived from a similarity matrix or from a clustering of the 

dataset. Details and some computational explorations of the method can be found in [16] and [39]. The 

method has been successfully tested using FactForge with hundreds of millions of statements 

(http://factforge.net) with parallel computations on NVIDIA CUDA card. 

The effiĐieŶĐǇ of N“ď“A is ďased oŶ a spaƌse ŶuŵeƌiĐal ƌepƌeseŶtatioŶ of the oƌigiŶal Ŷodes͛ ĐoŶŶeĐtiǀitǇ 
matƌiǆ, ǁhiĐh ĐoŶtaiŶs oŶlǇ ϭ͛s as ǁeights. This ŵatƌiǆ ĐaŶ ďe eǆtƌaĐted off-line using the statements from 

the dataset. The SPARQL query plays the role of a source of activation and is represented by a vector with 

ones at the places of the URIs from the query. 

The NSbSA method can be summarized as follows: 

 Instead of matrix-vector multiplication used in SA approaches implements SA by searching for non-

zero elements in a sparse vector; 

 This is a process of following the connections of the nodes from the query (the seeds), finding the 

nodes they are connected to, then repeat this procedure with the newly found nodes; 

 This will lead to newly selected nodes and the process is repeated iteratively; 

 The efficiency is related to the use of each node which is a source of activation only once. 

In the RENDER project, the previously existing experimental prototype for NSbSA has been completely 

reimplemented using the new GPU BFS library [29]. Moreover, the reimplementation includes fan-out and 

decay effects important for the use of SA for selection and similarity as well as some additional mechanisms 

shown to be essential in [41][4]. The computation speed achieved is of the order of a hundreds of millions 

of statements per second. 

As discussed above, SA can be useful in diversity-aware ranking only if the weights or the connection matrix 

of the dataset needed for SA can reflect this aspect of the data. When discussing sets of RDF triples the 

number and type of connections a resource is involved in can reflect the specificity of the data and thus its 

diversity. However, SA is based on the number of connections (if there is no way to weigh them) and URIs 

with similar level of connectivity will tend to have the same activation if there is a path relating them to the 

query and thus they cannot be distinguished based on activation. Activation would work in cases when 

some type of content is described with a relatively large number of triples as opposed to other content 

described with a relatively small number of triples. 

One way to find a connectivity matrix which reflects the diversity of the data is to apply clustering 

techniques which group the data based on some appropriate similarity measure. This approach would lead 

to clusters whose relative distance and the distances among their members can be used as weights 

[15][39]. How clustering can be used for diversity ranking is discussed in the next section. 

4.2 Clustering for RDF ranking 

Clustering is based on the assumption that meaningful clusters of nodes can be found in a dataset. Such 

clusters can be based on the dataset RDF triples, based on the various existing techniques for evaluating 

the similarity between the nodes e.g. based on their degree of connectivity, their type and role in the 

statement, taxonomical organization, structure of the matrix, predicates, etc. On the other hand it can 

fetch semantic or associative information not contained in the dataset alone, e.g. by using Wordnet 

(http://wordnet.princeton.edu), text mining techniques like LSA, or some prebuilt classification structure as 

in DBpedia ontology (http://dbpedia.org) .  

http://factforge.net/
http://wordnet.princeton.edu/
http://dbpedia.org/
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When various clustering schemes for a single dataset exist, depending on the nature of the clusters, each 

node or predicate can be related to the cluster it belongs to and furthermore the distance to the cluster 

center can be a measure of how typical it is. Using these measures for the dataset, or parts of the dataset 

(e.g. tweets, e-mails, etc.) one can attribute a level of typicality which in some cases can be inversely 

proportional to its diversity. 

On the other hand such levels of typicality (or centrality) can be used in SA as weights. This is the approach 

of the so-called Cluster based SA (CbSA) [15][39]. The basic idea of this approach is to substitute the very 

high dimensional connectivity matrix based on predicates with a lower dimensional and more relevant 

weight matrix (Figure 2). As the number of clusters is expected to be much less than the number of nodes, 

clustering will strongly reduce the size of the connectivity matrix and increase the computational efficiency 

of the respective SA implementation. 

 

Figure 2: Cluster based SA (CbSA). 

 

Types of clustering that can be interesting for diversity-aware ranking are the following: 

 Clusters of nodes based on connectivity; 

 Clusters based on sharead predicates; 

 Clusters in the dataset based on dense interconnection;  

 Semantic associations; 

 Wordnet based similarity; 

 Taxonomic and relational similarity. 

4.3 Examples of RDF SA and clustering: Preliminary results 

In this subsection some preliminary exploration of the approaches to diversity ranking introduced in this 

section will be presented. So far, the datasets from RENDER use cases are not available in RDF form and 

cannot be used. So, we have used other datasets like the DBpedia ontology and a large recipe dataset. 

DBpedia ontology is appropriate for testing cluster based approaches as it has a clear class structure which 

ensures good clustering. The recipe dataset represents a set of recipes (~280, 000) with the respective 

foods for each of them (~8 on average per recipe and ~270 in total).   

4.3.1 DBpedia example 

The queries in this example contain a single URI – http://dbpedia.org/resource/jaguar and 

http://dbpedia.org/resource/Friedrich_Nietzsche. The following quantities were calculated: activation 

Nodes in the dataset including query nodes ( nn ) 

Cluster 1C  … Cluster 2C  Cluster nC  

Nodes in the dataset including query nodes ( nn ) 

http://dbpedia.org/resource/jaguar
http://dbpedia.org/resource/Friedrich_Nietzsche
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using the RDF triples connectivity matrix (the predicates are edges in this representation), the clustering of 

DBpedia ontology which is identical to DBpedia classes and the similarity of the query URI to the URIs 

retrieved. The similarities are calculated using Wordnet synset similarities (only URIs with existing mapping 

to Wordnet have been used).  

The prototype testing tool implements a Java based interface with SPARQLE end point and DBpedia as a 

single dataset. The results corresponding to a query are structured based on existing clusters they belong to 

and ranked with respect to activation or similarity to the query. 

Two examples of such queries are given in Figure 3 and Figure 4. It is seen that the more typical association 

like species, habitat, etc. have a higher activation than the less typical related to language or person 

(seeFigure 3Ϳ. ͚Maŵŵal͛ has siŵilaƌitǇ ϭ.Ϭ ǁheƌeas ͚PlaĐe͛ aŶd ͚CitǇ͛ haǀe ŵuĐh loǁeƌ siŵilaƌitǇ ;Ϭ.Ϯϳ aŶd 
Ϭ.ϮϮ, ƌespeĐtiǀelǇͿ iŶdiĐatiŶg a ŵoƌe distaŶt ĐoŶteǆt foƌ ͚jaguaƌ.͛  

 

Figure 3: Results from http://dbpedia.org/resource/jaguar URI with clusters sorted by decreasing mean 

activation. Nodes withing the clusters are also sorted by decreasing activation. 

 

Similarly, for http://dbpedia.org/resource/Friedrich_Nietzsche (see Figure 4), the largest similarity is 

oďtaiŶed foƌ the WoƌdŶet sǇŶset ĐoŶtaiŶiŶg ͚philosopheƌ͛ ;ϳ.ϲͿ. Less siŵilaƌ ǁith the ƋueƌǇ aƌe the sǇŶsets 
of ͚sĐieŶtist͛  aŶd ͚ĐoŵŵuŶiĐatoƌ͛ ;Ϯ.ϱͿ.  

Although, more tests are needed to assess the full potential of this approach it seems quite promising in 

the combination of SA mechanism based on the RDF dataset and external associative strength based on 

Wordnet.  

 

 

http://dbpedia.org/resource/jaguar
http://dbpedia.org/resource/Friedrich_Nietzsche
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Figure 4: Results from http://dbpedia.org/resource/Friedrich_Nietzsche URI with clusters sorted by 

decreasing mean similarirty. Nodes within the clusters are also sorted by decreasing activation. 

4.3.2 Recipe dataset example 

The recipe dataset consists in a collection of recipes, collected on the Web for which the foods, the 

treatments and some additional data are known. For the purposes of the example only a set of 287 foods 

like fish, beef, etc. has been selected and 282, 332 recipes. 

The recipes are characterized by the foods used in their preparation. The Cluto library [22] was used to 

cluster the dataset. Experimentation with the number of clusters and the value of the cluster quality 

criterion led to a clustering with 300 clusters. The Cluto library provides an estimation of the level of 

belonging of an object to the cluster it belongs to [22]. This ƋuaŶtitǇ giǀes ;oďtaiŶed ǁheŶ the ͚-zsĐoƌes͛ 
parameter is set) the relative mean similarity of a cluster element to all other element in the cluster with 

respect to the mean value of this quantity for the cluster. Elements for which this value is larger are closer 

to the center of the cluster. Table 1 gives information about Cluster 109 of fish recipes with parsley as a 

typical example from the recipe dataset. 

Table 1: Characteristics of Cluster 109 from the recipe dataset obtained with Cluto. 

Cluster 109, Size:   664, ISim: 0.562, ESim: 0.089 

Percentage of recipes sharing a set of foods Descriptive and Discriminating foods in the cluster 

  30.57%    Fish Parsley Lemons Oil Salt Spices 

  15.51%    Fish Parsley Lemons Oil Garlic Salt Spices 

  16.57%    Fish Parsley Salt Butter Spices 

Descriptive:  Fish 52.0%, Parsley 28.5%, Lemons  

6.8%, Oil  2.1%, Garlic  1.9%, Bread  1.5%, Salt  0.9%, 

Butter  0.8%, Spices  0.8%, Onion  0.6%  

Discriminating:  Fish 37.3%, Parsley 14.9%, Sugars  

http://dbpedia.org/resource/Friedrich_Nietzsche
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  16.27%    Fish Parsley Bread Salt Spices 4.1%, Egg  2.4%, Cheese  2.4%, Water  1.9%, Vanilla  

1.9%, Macaroni  1.9%, Milk  1.8%, Leavening  1.7% 

 

Similarity to Center Cluster 109, Size:   664, ISim: 0.562, ESim: 0.089 

1.7 Oven baked salmon 

1.7 Roasted rainbow trout with lemon and thyme 

1.7 Lemon cod 

… … 

-2.7 Stuffed sardines in grape leaves 

-3.2 Brandade de mourue 

-3.4 Flounder rolls 

 

 As a second step, we used the clustering information for SA. This was done as follows. Cluto can build an 

agglomerative hierarchical tree with leaves the clusters found. It also calculates the similarity between 

adjacent clusters.  

Starting from a recipe, its cluster center is activated using as weight the similarity of the recipe to the 

cluster center. Then, each cluster member is activated using the cluster center activation and their 

similarities to the center as weights. The average activation of the cluster members is considered to be the 

activation of the cluster. Then, using the similarities between adjacent clusters provided by Cluto, the 

adjacent cluster centers are activated. Then their members are activated using their similarities to the 

cluster center as weights. This process is repeated for a number of iterations with a decay which is a 

parameter. The result of this procedure will be a number of clusters which are activated depending on their 

similarity to the initial recipe. The size, density, and distribution of elements of the clusters will be a 

measure of the diversity of the content corresponding to this cluster. The diversity defined in this way will 

be dependent on the features used for the clustering.  

For each cluster, Cluto gives the foods which are shared by the majority of the cluster members (Table 1). 

Those members which share less of these features and more from the remaining features well differ more 

from the core members of the cluster. Starting from a recipe or a set of foods and using them as a source of 

activation, we can activate all the clusters and their members having something in common with them 

(foods or similar recipes) and the activation will be the inverse of a sort of diversity rank with respect to the 

query and existing clustering (set of features).  Part of the result of such a CbSA starting with a member 

recipe from cluster 109 is shown in Table 2. 

Table 2: Clusters activated by activating the recipe closest to the center of cluster 109.  

(Each recipe is described by the set of foods which are shared by most recipes in the cluster.) 

Activation Clusters 

0.42 

0.41 

0.26 

0.20 

0.16 

0.13 

 30.57%    Fish Parsley Lemons Oil Salt Spices (cl. 109) 

34.98%    Fish Oil Spices Salt 

86.66%    Fish Wine Spices 

 40.37%    Olives Cheese Spices 

63.61%    Capers Olives Garlic Oil 

22.50%    Capers Parsley Lemons Oil 
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0.11 

0.09 

0.06 

44.05%    Capers Fish Lemons Oil 

44.40%    Olives Fish Oil Garlic 

77.08%    Olives Parsley Oil 

 

If we assume that a similar procedure can be carried on with tweets for a cluster of tweets we can thus 

obtain clusters of similar tweets. 

The results presented show that the SA and CbSA approaches have the potential to be applied for diversity 

aware ranking and should be explored further with datasets from Render use cases. 

4.4 Leveraging Usage Data for the Ranking of Entity Features 

So far we have considered different ways of ranking information that is represented in KDO. The 

contribution of this section suŵŵaƌizes the papeƌ ͞LeǀeƌagiŶg Usage Data foƌ LiŶked Data Moǀie EŶtitǇ 
“uŵŵaƌizatioŶ͟6

 and explains potential uses for diversity-enabled semantic document ranking. The paper 

can be found Annex A. 

In the aforementioned publication we focused on establishing similarity between Linked Data entities by 

aŶalǇsiŶg usage ďehaǀiouƌ. The idea is to eǆploit the ͞ǁisdoŵ of the Đƌoǁd͟ iŶ oƌdeƌ to gaiŶ iŶsights oŶ 
which features of entities are of particular importance for individuals. 

This technique can easily be exploited in RENDER: Tweets and Wikipedia articles are not only browsed but 

also republished (i.e. re-tweets in Twitter) or edited (i.e. article edits in Wikipedia). Therefore, we can argue 

that different tweets/articles that are republished/edited by a similar set of people might have a specific 

set of diversity features in common. In the following, we provide two examples where this type of feature 

ranking is applicable for the RENDER use cases: 

 Movistar 

Through the re-tweet behaviour of users we can derive that some posts are more similar than 

others. Comparing the semantics of one of these posts with the semantics of its neighbours, we 

find out that for this post the feature sentiment ;͞positiǀe͟Ϳ and topic (͞Moǀistaƌ͟)
7
 are of 

particular importance. By summing up feature importance we can get a entity ranking. 

 Wikipedia administrative departments 

Some articles are edited by a particular set of people e.g. people living in the same department 

have very good knowledge about the towns, municipalities and villages in it. Comparing articles 

that include the implicit similarity through editing behaviour, we discover that many of them share  

                                                           
6
 Published in the proceedings of the USEWOD Workshop held at the 21

st
 International Conference on World Wide 

Web (WWW), 2012 (cf. [1]). 
7
 http://topics.render-project.eu/telefonica#Movistar 
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ABSTRACT

Novel research in the field of Linked Data focuses on the
problem of entity summarization. This field addresses the
problem of ranking features according to their importance
for the task of identifying a particular entity. Next to a more
human friendly presentation, these summarizations can play
a central role for semantic search engines and semantic rec-
ommender systems. In current approaches, it has been tried
to apply entity summarization based on patterns that are
inherent to the regarded data.

The proposed approach of this paper focuses on the movie
domain. It utilizes usage data in order to support measuring
the similarity between movie entities. Using this similarity
it is possible to determine the k-nearest neighbors of an en-
tity. This leads to the idea that features that entities share
with their nearest neighbors can be considered as significant
or important for these entities. Additionally, we introduce
a downgrading factor (similar to TF-IDF) in order to over-
come the high number of commonly occurring features. We
exemplify the approach based on a movie-ratings dataset
that has been linked to Freebase entities.

Categories and Subject Descriptors

H.1.2 [User/Machine Systems]: Human factors—Usage
Data Mining ; H.3.5 [On-line Information Services]: Data
sharing—Linked Open Data

General Terms

Human Factors, Experimentation

Keywords

linked data, entity summarization, ranking, item similarity

1. INTRODUCTION
Linked Data, which connects different pieces of machine-

readable information (resources) via machine-readable rela-
tionships (properties) has rapidly grown in the past years,
changing the way data is published and consumed on the
Web. Data referring to real-world entities is being linked re-
sulting into vast network of structured, interlinked descrip-
tions that can be used to infer new knowledge. The rapid
growth of Linked Data (LD) introduces however a set of new
challenges. One in particular becomes very important when
it comes to characterizing real world entities: their LD de-
scriptions need to be processed and understood quickly and

effectively. The problem known as entity summarization [5]
is concerned with identifying the most important features of
lengthy LD or Linked Open Data (LOD)1 descriptions. So-
lutions to this problem help applications and users of LD to
quickly and effectively understand and work with the vast
amount of data from LOD cloud.

In this paper we propose a novel approach that leverages
usage data in order to summarize entities in the LOD space.
More precisely, we perform data analysis on LD in order
to identify features of entities that best characterize them.
Our approach is simple and effective. We first measure sim-
ilarities between entities and identify a set of nearest neigh-
bors for each entity. For each feature of the entity we then
count the number of entities having the same feature in the
nearest neighbors group as well as in the set of all entities.
Based on this we compute a weight for each entity, order
the entities descending and select the top-n features as the
summarization for each entity. To validate our approach
we run a set of experiments using two datasets, namely the
HetRec2011 MovieLens2k dataset [4] and data crawled from
Freebase.2 Results obtained from these datasets show that
our approach is capable to identify relevant features that
are shared with similar entities and thus provide meaningful
summarizations.

The remainder of this paper is organized as follows. Sec-
tion 2 details our approach on leveraging usage data for
linked data movie entity summarization. Section 3 presents
the related work in the areas of entity summarization, usage
mining and semantic representation of user profiles. Sec-
tion 4 introduces the datasets used in our experiments while
Section 5 discusses the preliminary results obtained, focus-
ing more on the neighborhood formation and neighborhood-
based entity summarization results. Finally, Section 6 con-
cludes the paper and Section 7 outlines future work that we
plan based on the approach presented in this paper.

Please note, we use the terms item and entity interchange-
able in this paper.

2. PROPOSED APPROACH
The main idea introduced in this work is that property-

value pairs - consecutively also called features - that an en-
tity shares with its k-nearest neighbors are more relevant
than features that are shared with entities that are not in
the k-nearest neighbors range. Figure 1 visualizes this situ-

1http://www.w3.org/wiki/SweoIG/TaskForces/
CommunityProjects/LinkingOpenData
2http://freebase.com/
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Figure 1: Visualization of shared features (strong
lines and dark gray nodes) between k-nearest neigh-
bors (green and blue nodes).

ation. Two nodes (green and blue) of the same type (M) are
in each other’s neighborhood. The features shared with each
other (strong lines and dark gray nodes) are considered to be
more important for their idendity than features they share
with a node (light gray M) that is not in their respective
neighborhood. The neighborhood formation of each node is
based on usage data.

A detailed problem statement of entity summarization is
given in [5]. The authors of this paper define the summa-
rization of an entity e as follows:

“Given FS(e) and a positive integer k < |FS(e)|,
the problem of entity summarization is to select
Summ(e) ⊂ FS(e) such that |Summ(e)| = k.
Summ(e) is called a summary of e.”3

FS(e) denotes the feature set of a given entity e. More
informally, the feature set of an entity e is defined as the
property-value pair set of e. An example for such a property-
value pair for the entity fb : en.toy story4 is:

(fb:film.film.production_companies, fb:en.pixar)

In the following, E denotes the set of all entities. Our
approach to provide a summarization of a given entity e ∈ E

is based on usage data and includes six steps:

1. Generate the user-item matrix.

2. Measure the similarity between e and other items and
identify a set Nk,e ⊆ E of k-nearest neighbors of e.

3. For each feature f ∈ FS(e) collect the items Ae,f ⊆
Nk,e that share the same feature.

3In our approach, k is already used for the k-nearest neigh-
bors method. Therefore, we refer to the cardinality of the
summarization as n.
4fb denotes the Freebase namespace: http://rdf.
freebase.com/ns/

4. For each feature f ∈ FS(e) collect the items Be,f ⊆ E

that share the same feature.

5. The weight w of f is the following ratio:

we(f) = |Ae,f | × log
|E|

|Be,f |

6. Order the features f ∈ FS(e) descending according to
their given weight we(f). Select the n most relevant
features as a summarization of e.

The concept of a user-item matrix (step 1) is a well-known
principle in the field of recommender systems. Each column
of the matrix represents a single item and each row repre-
sents a single user. The entries of the matrix are either the
ratings (a numerical score) or empty if a user has not rated a
particular item (which is the standard case). The column or
row vectors can be used to compare items or users amongst
each other respectively. For this, several similarity measures
have been introduced of which cosine similarity and Pear-
son correlation (comparing the vectors with regard to their
angular distance) are the most common techniques [1].

In our current implementation, we apply the log-likelihood
ratio score [8] for computing item similarity (step 2). In the
context of item similarity, the ratio takes into account four
parameters: the number of users who rated both items, the
number of users who rated the first but not the second item
and vice versa, and the number of users who rated none of
the two items. Note that this similarity measure does not
consider the numerical values of the ratings and therefore
also works with binary data like web site visits.5 Finally,
with the similarity scores it is easy to identify a set of k-
nearest neighbors (kNN) for a given item.

Listing 1 states a SPARQL6 query that is used for the
retrieval of common features (property-value pairs) between
the item (fb:movie.uri) and its 20 nearest neighbors (step
3). For measuring the similarity to all items in the dataset
(step 4), the same query can be executed but without line
3. For each of the two result sets, the property-value pairs
can be counted by occurrence. The filter rule (line 7) filters
out property-value pairs that stem from the given entity
(fb:movie.uri). Additionally, we also filter out the com-
monality of similar nearest neighbors because those features
were added in the course of applying the approach and do
not contribute to the summarization of the given entity.

In the result set of the nearest neighbors, a lot of features
are frequently occurring; such as the following property-
value pair:

(fb:film.film.country, fb:en.united_states)

If the weighting involved only counting, features like the
above would be considered as highly relevant for many movies.
However, as these features do not only occur often in the
neighbors set but also in the overall set, they can be down-
graded (step 5). As for the downgrading technique, we use
the idea of the classic information retrieval method term fre-
quency - inverse document frequency (TF-IDF). In our case

5This is the reason why we refer to the term “usage data”
rather than “rating data”: we conclude usage from the pro-
cess of giving a rating. We do not consider the numerical
values of the ratings.
6SPARQL W3C Recommendation - http://www.w3.org/
TR/rdf-sparql-query/

http://rdf.freebase.com/ns/
http://rdf.freebase.com/ns/
http://www.w3.org/TR/rdf-sparql-query/
http://www.w3.org/TR/rdf-sparql-query/


Listing 1: SPARQL query: retrieving property-
value pairs shared with at least one of the 20-nearest
neighbors.

1 select ?p ?o where {

2 fb:movie.uri ?p ?o.

3 fb:movie.uri knn:20 ?s.

4 ?s ?p ?o.

5 ?s rdf:type fb:film.film.

6 FILTER((?s != fb:movie.uri) && (?p != knn:20))

7 }

a “term” is stated by a single feature and the term frequency
is the frequency of the feature in the nearest neighbors set.
After this step, every feature that is shared with at least one
of the k-nearest neighbors has an assigned weight.

Finally, in step 6, we select the n most relevant property-
value pairs in accordance to their weight.

3. RELATED WORK
In the field of entity summarization, initial work has been

presented in [5], where an approach called RELIN is intro-
duced. The authors apply an adapted version of the random
surfer model7 - called goal directed surfer - in order to com-
bine informativeness and relatedness for the ranking of fea-
tures. In the conclusion, it is stated that a “user-specific no-
tion of informativeness (...) could be implemented by lever-
aging user profiles or feedback” in order to mitigate the issue
of presenting summarizations that help domain experts but
not average users. Our approach can be considered as a first
step into this direction as it focuses on leveraging usage data
for providing summarizations. Our summarizations are not
adapted to each user individually but present a consensus
that has been reached by similar behavior in the past.

[7] uses combines hierarchical link analysis with weighted
link analysis. For the latter, the authors suggest to combine
PageRank with a TF-IDF-related weighting scheme. In this
work, usage or feedback data is not considered as an addi-
tional source of information.

In the field of recommender systems, [9] propose an ap-
proach based on Latent Dirichlet Allocation (LDA) [2] for
discovering hidden semantic relationships between items. This
includes the extraction of what is considered to be the most
important feature of an item (e.g. genre: adventure). The
approach is exemplified on a movie and a real estate dataset.

In the field of user modeling, there exist several approaches
for leveraging (weighted) semantic knowledge about items
[6, 11, 10]. The approach presented in [6] proposes an aggre-
gated presentation of user profiles by extracting and com-
bining the domain knowledge of different items. [11] mod-
els users and items each as a feature matrix. For feature
weighting in the user profile, an adapted version of TF-IDF
is introduced. In the recommendation approach, the authors
form neighborhoods of users based on the user-feature ma-
trix. [10] introduces an impact measure that indicates the
influences on user behavior by item features modeled as a
domain ontology. The approach is presented with examples
from the movie domain.

7See also PageRank [3].

Table 1: 20-nearest neighbors: Beauty and the
Beast

Score Neighbor

0.999 fb:en.aladdin_1992

0.999 fb:en.the_lion_king

0.998 fb:en.the_little_mermaid_1989

0.998 fb:en.home_alone

0.998 fb:en.snow_white_and_the_seven_dwarfs

0.998 fb:en.toy_story

0.998 fb:en.mrs_doubtfire

0.998 fb:en.the_mask_1994

0.998 fb:en.e_t_the_extra_terrestrial

0.998 fb:en.a_bugs_life_1998

0.998 fb:en.babe

0.997 fb:en.willy_wonka_the_chocolate_factory

0.997 fb:en.honey_i_shrunk_the_kids

0.997 fb:en.men_in_black_1997

0.997 fb:en.jumanji_1995

0.997 fb:en.batman_forever

0.997 fb:en.toy_story

0.997 fb:en.the_wizard_of_oz

0.997 fb:en.santa_claus_the_movie

0.997 fb:en.who_framed_roger_rabbit

4. DATASET
For the preparation of first tests, we combined the us-

age data of the HetRec2011 MovieLens2k dataset [4] with
Freebase.8 The usage dataset extends the original Movie-
Lens10M dataset9 by additional metadata: directors, ac-
tors, countries, and locations have been added to the orig-
inal dataset. Although this dataset already contains valu-
able material to perform our tests without making use of
LOD (i.e. Freebase), the search space for properties and
objects is very restricted. In particular, 26 properties (the
four mentioned above plus 22 other properties such as the
genre, year, Spanish title, rotten tomatoes10 rating etc.) are
opposed to more than 240 Freebase properties. Also, the
range in Freebase is much broader as - for example - more
than 380 different genres (fb:film.film.genre) are covered
in contrast to 20 fixed genres contained in the HetRec2011
MovieLens2k dataset.

The HetRec2011 MovieLens2k dataset includes IMDb11

identifiers for each movie. This makes the linking to Free-
base easy as querying12 for the IMDb identifier is simple
(see listing 2). Given only this query, we were able to match
more than 10000 out of 10197 movies.13

For performance reasons, we crawled the RDF-XML14

representation from Freebase15 and stored it to a local triple
store. Using the usage data, we computed the 20-nearest
neighbors for each movie and stored the results also in the

8http://freebase.com
9http://www.grouplens.org

10http://www.rottentomatoes.com/
11http://www.imdb.com/
12Freebase uses a special query language called Metaweb
Query Language (MQL).

13Unmatched items are mostly TV series that do not match
the pattern "type"="film/film/".

14http://www.w3.org/TR/REC-rdf-syntax/
15http://rdf.freebase.com/

http://freebase.com
http://www.grouplens.org
http://www.rottentomatoes.com/
http://www.imdb.com/
http://www.w3.org/TR/REC-rdf-syntax/
http://rdf.freebase.com/


Listing 2: MQL query: retrieving the Freebase iden-
tifiers given an IMDb identifier.

1 {

2 "id"= null,

3 "imdb_id"="ttIMDb_ID",

4 "type"= "/film/film"

5 }

triple store; like in the following example:

(fb:en.pulp_fiction, knn:20, fb:en.reservoir_dogs)

Using SPARQL queries (like in listing 1) we are able to
retrieve common properties between single movies and their
neighbors. The results of first tests with this setup are dis-
cussed in the following section.

5. PRELIMINARY RESULTS
With the created dataset, we were able to identify and

rank features that connect an entity to one of their nearest
neighbors. We do not plan to conduct a separate evaluation
at the level of neighborhood quality but we are currently in
the process of performing comparisons on the level of quality
of summarizations. In this analysis, we are also conducting
different similarity measures as well as estimating the opti-
mal size of the neighborhood. At the current stage of our
work, statistics for the presentation of these results have not
been produced.

We will discuss our findings regarding the neighborhood
formation in section 5.1. Moreover, preliminary results of
the entity summarization approach are presented in section
5.2.

5.1 Neighborhood formation
One of the most important steps is the neighborhood for-

mation dependent solely on usage data. An example for such
a neighborhood is presented in table 1. In general the pre-
sented neighborhood of the movie “Beauty and the Beast”
fits the perception of most observers and also overlaps with
related movies presented in IMDb.16 The scores presented
in table 1 are all very close to each other and every score is
also close to a perfect match (1.0). In this respect, the ques-
tion arises whether the k-nearest neighbor approach makes
sense with such dense scores. An alternative could be to in-
troduce a threshold rather than just selecting a fixed amount
of neighbors (e.g. all movies that have a similarity higher
than 0.95). As a matter of fact, the runtime of the SPARQL
queries would turn into a gambling game as it can not be
decided in advance whether there are 10 or 500 neighbors
that cross the threshold. Another approach to address this
question would be to introduce different or additional sim-
ilarity measures that improve the result set while - at the
same time - widens the range of the scores. Finally, the op-
timal neighborhood size is still due for evaluation. As such,
the current size of 20 was selected to serve for the creation
of first results.

A particularity about the neighborhood is that one movie
(fb:en.toy_story) occurs twice in the list. This is due to

16http://www.imdb.com/title/tt0101414/, as of February
2012

the HetRec2011 MovieLens2k dataset that contains several
duplicates with different identifiers. We suppose that these
duplicates occur due to an automatic processing that has
been conducted in the course of enriching the original Movie-
Lens10M dataset with additional data.

5.2 Neighborhood-based entity summarization
After the neighborhood formation step we are able to ex-

tract the 10 most important features for each entity. Tables
2 to 5 each provide an example for a movie entity summa-
rization.

In general, most of the presented examples have genre
as one of the strongest components. In this realm, one of
the real advantages of LOD can be exemplified, i.e. data
richness: genres such as “costume drama”, “crime fiction”
or “parody” are missing in the HetRec2011 MovieLens2k
dataset and can not be circumscribed. It is interesting to
see that the property fb:film.film.written_by affects all
of the presented movies. In the results, the movie “Bridget
Jones’s Diary” shares with its neighbors that the scene plays
in the United Kingdom while Walt Disney as the production
company is surely important for the movie “Beauty and the
Beast”. It is also worth to mention that, according to our re-
sults, “Pulp Fiction” is under heavy influence by its director
Quentin Tarantino.

The mindful reader will surely notice that not a single
actor influences the presented movies. At least “The Naked
Gun - From the Files of Police Squad” should have as an
important feature the main actor Leslie Nielsen. This is due
to the fact that - in Freebase - the actors are hidden behind
another node that connects movies, actors, and characters.
Queries that deal with such “two-hops-each” relationships
(see listing 3) are hard to resolve for triple stores and yet, we
were not able to produce a result set from the triple store.17

However, for the near future we consider ways to circumvent
this issue that does not only affect the actor feature and also
help to improve the “hop-radius” of such queries.

Another issue that is visible in the results is the problem of
data quality and the constant evolution of the data. Newly
added property-value pairs like

(fb:user.robert.(...).ew_rating, 92)

are shared with one or two neighbors but - at this stage
- have not been assigned to a sufficient amount of entities
to be downgraded with the weighting method introduced in
section 2.

6. CONCLUSION
In the following we will summarize the key findings of this

early stage of research.
We have presented an approach that tries to leverage us-

age data in order to summarize movie entities in the LOD
space. This part of Semantic Web research is connected to
a variety of fields, including semantic user modeling, user
interfaces, and information ranking.

The goal of our research is to provide meaningful summa-
rizations of entities. This is the task of identifying features
that“not just represent the main themes of the original data,
but rather, can best identify the underlying entity” [5]. Our

17We currently employ Sesame with the Native Java Store
(see also http://www.openrdf.org/)

http://www.imdb.com/title/tt0101414/
http://www.openrdf.org/


Table 2: Top-10 features: Beauty and the Beast
Score Property Value

39.56 fb:film.film.genre fb:en.fantasy

29.40 fb:film.film.rating fb:en.g_usa

19.23 fb:film.film.production_companies fb:en.the_walt_disney_company

16.89 fb:film.film.music fb:en.howard_ashman

13.31 fb:film.film.music fb:en.alan_menken

12.86 fb:film.film.subjects fb:en.fairy_tale

9.14 fb:film.film.film_casting_director fb:en.albert_tavares

8.04 fb:film.film.written_by fb:en.linda_woolverton

7.75 fb:film.film.produced_by fb:en.don_hahn

7.30 fb:film.film.genre fb:en.costume_drama

Table 3: Top-10 features: The Naked Gun - From the Files of Police Squad!
Score Property Value

27.77 fb:film.film.written_by fb:en.jim_abrahams

26.00 fb:film.film.written_by fb:en.pat_proft

22.59 fb:film.film.written_by fb:en.jerry_zucker

22.04 fb:film.film.written_by fb:en.david_zucker

18.92 fb:film.film.music fb:en.ira_newborn

18.44 fb:media_common.netflix_title.netflix_genres fb:en.comedy

16.89 fb:film.film.film_series fb:m.0dl08h

16.38 fb:film.film.featured_film_locations fb:en.los_angeles

16.12 fb:film.film.genre fb:m.02kdv5l

15.97 fb:film.film.genre fb:en.parody

Listing 3: SPARQL query: retrieving property-
value pairs shared with at least one of the 20-nearest
neighbors.

1 select ?p ?q ?t where {

2 fb:movie.uri ?p ?o.

3 fb:movie.uri knn:20 ?s.

4 ?o ?q ?t.

5 ?s ?p ?r.

6 ?r ?q ?t.

7 ?s rdf:type fb:film.film.

8 FILTER((?s != fb:movie.uri) && (?p != knn:20))

9 }

approach can be considered as a further step to this direc-
tion. Properties such as rdf:label or fb:type.object.name
are currently missing as they are usually not shared with
any other entity. With regard to this issue, the approach
can easily be combined with another feature ranking strat-
egy. The question whether strong weights for features that
are shared with a usage-data-based neighborhood enhance
the state of the art is subject to an extensive evaluation that
is currently in progress of being conducted.

Additionally, we want to discuss the fact that the pre-
sented approach is restricted to a single domain and whether
it can work for multiple domains or even cross-domain. Con-
sider a electronics web shop that includes semantic meta-
information about the items to be sold. Users that search a
for product that fulfills their requirements (whatever those
are) provide usage data that can be used to compare two
products on the basis of whether they have been browsed

by a same set of users (each user has watched a set of items
within a given time-frame). Utilizing this information with
the proposed approach can lead to a ranked list of features
that a product has (e.g. 12 mega pixels in the case of digi-
tal cameras). This may help to provide meaningful product
summarizations rather than listing all features that it has.
However, for data hubs like DBpedia and Freebase, filtering
mechanisms (like restricting to rdf:type film) have to be
applied for not to compare apples with pears.

7. FUTURE WORK
Considering the simplicity of our current approach and the

subjective quality that has already been reached, we plan to
follow this track of research. In our next contributions we
plan the following enhancements:

• An extensive evaluation of the approach will be con-
ducted: the analysis is will include an intrinsic as well
as an extrinsic evaluation with user surveys.

• Features that are specific to an entity (and not shared
with others) will be considered in future versions of
this approach. It has to be evaluated whether usage
data can help with this task.

• The problem of intermediate nodes needs to be ad-
dressed in order to provide a scalable solution. This
could be done with a fixed set of important property-
value pairs (like actors and characters). Another solu-
tion would be to set up triple store indexes.

• The ideas of diversifying the results as well as a pos-
sible adaption to user profiles and context state inter-
esting challenges.



Table 4: Top-10 features: Bridget Jones’s Diary
Score Property Value

29.67 fb:film.film.genre fb:en.romantic_comedy

29.39 fb:film.film.written_by fb:en.richard_curtis

19.40 fb:film.film.country fb:en.united_kingdom

18.43 fb:film.film.film_casting_director fb:en.michelle_guish

16.75 fb:film.film.produced_by fb:en.eric_fellner

16.50 fb:film.film.produced_by fb:en.tim_bevan

13.05 fb:user.robert.default_domain.rated_film.ew_rating 69
12.79 fb:film.film.film_format fb:en.super_35_mm_film

12.51 fb:film.film.production_companies fb:en.universal_studios

9.140 fb:film.film.story_by fb:en.helen_fielding

Table 5: Top-10 features: Pulp Fiction
Score Property Value

21.58 fb:film.film.directed_by fb:en.quentin_tarantino

19.75 fb:film.film.genre fb:en.crime_fiction

19.10 fb:user.robert.default_domain.rated_film.ew_rating 92
16.94 fb:film.film.rating fb:en.r_usa

16.38 fb:film.film.featured_film_locations fb:en.los_angeles

14.12 fb:film.film.written_by fb:en.quentin_tarantino

13.72 fb:film.film.film_collections fb:en.afis_100_years_100_movies

13.48 fb:film.film.edited_by fb:en.sally_menke

13.31 fb:film.film.film_production_design_by fb:en.david_wasco

12.39 fb:film.film.produced_by fb:en.lawrence_bender

• With enhanced versions of the presented approach we
want to move forward to the direction of user interfaces
and user interaction in the context of Linked Data; also
in combination with Social Media such as Twitter and
Blogs.
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