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Executive Summary

This deliverable describes the web based user interfaces and APIs for access and publication of data related to RENDER, which will be provided in the beginning of the project. The main service will be an RDF repository that can be explored and queried through the Forest framework. In essence, it will be a modified version of the FactForge service, updated with the developments of the Reference Knowledge Stack (RKS). The later was developed in WP1 (see D1.2.1, [15]) as a reference data structure meant to facilitate the integration and access to the data to be used within and published in the course of the project.

The general public will be able to search in and explore RDF graphs, evaluate SPARQL queries, and search for relations through the facilities of the Forest library. The application will be able to access the data through a SPARQL end-point, which provides full access to the data. The first set of data to be available through this interface will represent the RKS loaded into an instance of the BigOWLIM semantic repository. This way users will be able to benefit from the inference capabilities of the engine, its optimized model for handling owl:sameAs equivalence, various options for full-text search and geo-spatial constraints.

The management and publication of data will be allowed through the SPARQL Update specification, [27], which allows inserting and deleting data in specific RDF graphs as well as creating and managing named graphs. At this stage this service will not be publicly available as it is still necessary to find the best model for controlling the access to such functionality, so that maximum freedom is combined with a good level of reliability of the service.
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Abbreviations

API application programming interface, a specification of technical mechanisms, which allow for integration between software systems and components;

DBPedia an RDF dataset derived from Wikipedia, aiming to provide as complete as possible coverage of the factual knowledge that can be extracted with high precision from there. DBPedia is one of the most central LOD datasets; more information is available in [7].

LOD the Linking Open Data project is a W3C SWEO Community project and is an initiative for publishing “linked data”; more details are provided in section 1.1 and at [32];

RDF Resource description framework, a basic specification determining the data model of the Semantic Web, [21];

SPARQL a query language for RDF specified in [26];

UI user interface, referring to the front-end components of software systems, which take care of the communication between human users and the system. Such could be web forms as well as other web pages, which allow humans to explore data provided by a computer system, to provide data and, more generally, to interact with it.
Definitions

This material assumes prior knowledge of the basic semantic web standards, namely RDF, [21], RDFS, [9], and OWL, [14].

Linked data  Linked data represents a set of principles for publishing of structured data they can be explored and navigated in a manner analogous to the HTML WWW. See section 1.1;

OpenCyc  OpenCyc is the open source version of the Cyc technology, [11], the world’s largest and most complete general knowledge base and commonsense reasoning engine;

PROTON  an upper-level schema ontology, which defines about 400 classes and 100 properties relevant for entity classification, description and relation across multiple domains, [29];

Reason-able view  Reason-able views, [19], represent an approach for reasoning and management of linked data. It can be obtained by grouping selected datasets and ontologies in a compound dataset, clean-up and post-processing, and enriching the datasets if necessary for each new version of the dataset. The compound dataset is loaded in a single semantic repository.

Reference data  data describing a physical or virtual object and its properties. Reference data is used in data management to define characteristics of an identifier that are used within other data centric processes, [31].

Reference Knowledge Stack  a data organisation approach combining several types of ontologies and datasets, that can be used together as master reference data. See section 1.5 for further details.

RDF Molecule  the description of an URI node in an RDF graph, including only the minimal information that describes the URI, as defined in section 3.2 of [20]. Technically, the molecule of node S is the part of the graph that you can reach following all paths in the graph, starting from S, until you reach non-blank nodes. This notion is close to the one defined in [23], but quite different from the triple-centric definition provided in [13].

SPARQL End-point  a web service, which allows a remote computer to execute a SPARQL query and to retrieve the results in accordance with the SPARQL RDF Protocol, [10].
1 Introduction

This is a relatively small technical deliverable aiming to document the interfaces and, more generally, the organisation of both data publication and data usage as far as the general public is concerned. In covers several points:

- Data querying and exploration via a user interface (UI, see section 2.1);
- Data access via API (see section 2.2);
- Publication of data (see section 3) and, more specifically, publication of linked data.

The data access facilities documented here reflect the data collection, organisation and integration principles, discussed in deliverables D1.1.1, [18], and D1.2.1, [15]. The remainder of the first section introduces several notions and projects on which the RENDER’s mechanisms for data publishing and access are based.

1.1 Linked Data

The notion of “linked data” is defined by Tim Berners-Lee, [4][6], as RDF graphs, published on the WWW so that one can explore them across servers by following the links in the graph in a manner similar to the way the HTML web is navigated. It is considered a method for exposing, sharing, and connecting pieces of data, information, and knowledge on the Semantic Web, using URIs and RDF. “Linked data” are constituted by publishing and interlinking open data sources, following the principles of:

1. using URIs as names of things;
2. using HTTP URIs, so that people can look up these names;
3. providing useful information when someone looks up a URI;
4. including links to other URI, so people can discover more things.

In fact, most of the RDF datasets fulfil principles 1 and 2 by design. The new element in these principles concerns the requirement for enabling Semantic Web browsers to load HTTP descriptions of RDF resources, based on their URIs. To this end, data publishers should make sure that:

- the “physical” addresses of the published pieces of data are the same as the “logical” addresses, used as RDF identifiers (URIs);
- upon receiving an HTTP request, the server should return a set of triples that describe the resource;
- re-use identifiers and vocabularies from other datasets, which are also linked data.

Linking Open Data (LOD, [32]) is a W3C SWEO community project aiming to extend the Web by publishing open datasets as RDF and by creating RDF links between data items from different data sources. Linked Open Data provides sets of referenceable, semantically interlinked resources with defined meaning. The central dataset of the LOD is DBPedia, [7]. Due to the many mappings between other LOD datasets and DBPedia, the latter serves as a sort of a hub in the LOD graph, assuring a certain level of connectivity. LOD is rapidly growing – as of September 2010 it contains more than 200 datasets, with total volume above 25 billion statements, interlinked with 395 million statements as illustrated on Figure 1 (the figure presents an older picture of the dataset map as the new one is too detailed to be readable in this format).
1.2 SPARQL Query and Update Languages

The first version of SPARQL, [26], is an SQL-like query language for RDF data, specified by the RDF Data Access Working Group of W3C. It differs from SQL in that it does not contain specific Data Definition Language (DDL) provisions, because the schemata are represented in both RDFS and OWL as standard RDF graphs, thus requiring no specific language to deal with them.

Version 1.1 of the SPARQL specification extends the query language with new features, [16], but also adds data modification capabilities with the SPARQL Update specification, [27].

The SPARQL Query Language supports four types of queries:

- **SELECT** queries – return n-tuples of results just like the SELECT queries in SQL;
- **DESCRIBE** queries – return an RDF graph. The resulting graph describes the resources, which match the query constraints. Usually, a description of a resource is considered an RDF-molecule, [20], forming the immediate neighbourhood of a URI;
- **ASK** queries – provide a positive or a negative answer indicating whether or not the query pattern can be satisfied;
- **CONSTRUCT** queries – return an RDF graph constructed by substituting the variables in the graph template and combining the triples into a single RDF graph by set union.
The SPARQL Update language allows a range of actions, related to remote management and modification of an RDF repository:

- Updates of data contained in the single RDF graph, including insertion of new data, deletion of data, and loading of new files of data into the repository;
- Creation, deletion and managements of named graphs.

1.3 RDF Search and RDFRank

A feature of BigOWLIM\(^2\) that deserves special attention is the so-called RDF Search that provides a novel method for schema-agnostic retrieval of data from RDF datasets. The main rationale behind RDF Search is to allow searching in an RDF graph by keywords and getting usable results (in many cases standalone literals are not useful). Technically, it involves full-text indexing of the URIs in the RDF graph with respect to their “text molecules” – a text snippet, achieved by the concatenation of text from all nodes in the RDF molecule of the corresponding URI. The result is a list of URIs, the text molecules of which match the keywords from the query, ranked with a metric that combines standard full-text search Vector Space Model and RDFRank.

RDFRank is a rank that BigOWLIM can calculate and make available for each URI in the repository via the system predicate \texttt{http://www.ontotext.com/owlim/hasRDFRank}. BigOWLIM calculates RDFRank for the nodes in an RDF graph similarly to the way in which Google’s PageRank, \[25\], calculates it for web pages. RDFRank is a static, contextually neutral, measure about the degree of “importance” of an RDF node in a graph, based on the importance of the nodes that are linked to it through statements containing other nodes as a subjects and this one as an object.

1.4 Reason-able Views

Using linked data (see section 1.1) for data management is considered to have a great potential. On the other hand, several challenges need to be handled in order to make this possible. \textit{Reason-able views}, \[19\], represent an approach for reasoning with and management of linked data defined at Ontotext and implemented in two systems, namely, FactForge (presented in section 1.5) and LinkedLifeData (\texttt{http://www.linkedlifedata.com}). \textit{Reason-able views} is an assembly of independent datasets, which can be used as a single body of knowledge with respect to reasoning and query evaluation. The key principles can be summarized as follows:

- Group selected datasets and ontologies in a compound dataset;
- Clean up, post-process and enrich the datasets if necessary. Do this conservatively, in a clearly documented and automated manner, so that (i) the operation can easily be performed each time a new version of one of the datasets is published and (ii) the users can easily understand the intervention made to the original dataset;
- Load the compound dataset in a single semantic repository and perform inference with respect to tractable OWL dialects;
- Define a set of sample queries against the compound dataset. These determine the “level of service” or the “scope of consistency” contract offered by the reason-able view.

Each reason-able view is aiming at lowering the cost and the risks of using specific linked data datasets for specific purposes. The design objectives behind each reason-able view are as follows:

- Make reasoning and query evaluation feasible;

\(^2\) A semantic repository developed by Ontotext, \texttt{http://www.ontotext.com/owlim/}
• Lower the cost of entry through interactive user interfaces and retrieval methods such as URI auto-completion and RDF search (a search modality where RDF molecules are retrieved and ranked by relevance to a full-text style query, represented as a set of keywords);

• Guarantee a basic level of consistency – the sample queries guarantee the consistency of the data in the same way regression tests guarantee the quality of the software;

• Guarantee availability – in the same way web search engines are usually more reliable than most of the web sites; they also do caching;

• Easier exploration and querying of unseen data – sample queries provide re-usable extraction patterns, which reduce the time for getting to know the datasets and their interconnections.

1.5 FactForge and the Reference Knowledge Stack

FactForge ([http://www.factforge.net/](http://www.factforge.net/), [5]) represents a reason-able view to the web of linked data (see section 1.1) that includes several of the most central datasets of the LOD cloud: DBPedia, Freebase, Geonames, UMBEL, Wordnet, CIA World Factbook, Lingvoj, MusicBrainz (RDF from Zitgist). Along with the dataset specific schemata and ontologies, the following ones have been loaded in FactForge: Dublin Core, SKOS, RSS, FOAF. They were referred to or imported in the ontologies of the above-listed datasets, so, they were necessary to allow the proper interpretation of the semantics of the data.

The BigOWLIM semantic repository is used to load the data and “materialize” the facts that could be inferred from it. FactForge is probably the largest and most heterogeneous body of general factual knowledge that was ever used for logical inference. The inference was performed with respect to a ruleset, derived from the so-called OWL Horst dialect, [28]. The only dataset that required modification before loading it in FactForge was DBPedia. We had to:

• remove the YAGO module as some incorrect classifications of entities and other faults in it were causing the inference of too many faulty statements in FactForge;

• clean up the category hierarchy.

FactForge has been in development for more than a couple of years. The latest developments were motivated by its expected inclusion in the RENDER project. Besides the ongoing updates of the content reflecting the latest versions of the included datasets, FactForge has been extended with OpenCyc and the New York Time’s dataset. Apart from other effects, these datasets were added in order to further minimize the dominance of the DBPedia and Wikipedia in the instance identification vocabulary, i.e. the coverage of topics and entities and their naming.

The Reference Knowledge Stack (RKS) can be seen as an extension of FactForge, serving the purposes of data collection, integration and management within the RENDER project as described in deliverable D1.1.1, [18]. Its general idea is to provide a combination of interlinked vocabularies of different size and nature (e.g. instance- vs. schema- level) and to allow them to be used as an access mechanism for LOD and other data. The datasets included in the RKS and the interconnections between them are depicted on Figure 2.
The major changes that the RKS introduces to FactForge are described in deliverable D1.2.1, [15], and can be summarized as follows:

- PROTON upper-level ontology is added to DBPedia, Geonames and Freebase together with its schema-level mappings;
- UMBEL is updated and extended with mappings of DBPedia’s categories to it;
- There is also a mapping between PROTON and UMBEL, allowing the classifications of the DBPedia entities (which are in fact Wikipedia articles) with respect to UMBEL to be “visible” through PROTON’s class hierarchy as well.
- DBPedia is loaded without its own ontologies and its categorisation hierarchy.

The reason for the latter is that these parts of DBPedia provide semantics, which (i) can cause inference problems and (ii) is not necessary because similar semantics can be inferred, based on the mappings to PROTON and UMBEL. For instance, the sub-class relationships between DBPedia ontology classes are no longer crucial, as all of these classes are already mapped to PROTON and its subsumption hierarchy provides a cleaner and more inference-friendly semantics.
2 Data Exploration and Querying

The standard data model for representing data in RENDER is RDF, [21]. The semantics of the data is expressed in RDF Schema, [9], and OWL, [1]. The integration of data and their access is further facilitated by the fact that the datasets are interlinked to one or more of the elements of the Reference Knowledge Stack (see section 1.5). While for specific tasks within the project some non-RDF-based representations are also considered, the facilities for data publication and access are entirely based on the above standards.

Complying to the Semantic Web-related specifications of W3C means that there should be facilities for querying datasets using SPARQL, [26], as well as for searching in and exploring RDF graphs. Both the user-interfaces and the APIs will be based on the Forest linked-data front-end framework, which is developed in Ontotext as an open-source library. It allows the exploration of data, hosted in a semantic repository compliant with Sesame3. The Forest framework allows customizing the services provided on its basis. For instance, the user interfaces of the FactForge (see section 1.5) and LinkedLifeData4 services are both entirely based on Forest, but they still look quite different and provide different look and feel.

While the Forest framework allows the exploration of data in any Sesame-compliant repository, in FactForge it uses a repository, hosted by BigOWLIM5, which includes advanced features such as full-text search (FTS), geo-spatial6 indexing and querying, optimized handling of owl:sameAs equivalence7, etc.

The specific URLs where the RENDER data will be available for exploration and programmatic access will be published on the RENDER’s project web site.

![FactForge](http://www.openrdf.org)

![FactForge](http://www.linkedlifedata.com)

![FactForge](http://www.ontotext.com/owlim)

![FactForge](http://www.ontotext.com/owlim/geo.html)

![FactForge](http://www.ontotext.com/owlim/owl-sameAs-optimisation.html)

Figure 3. The Resource Exploration View of FactForge
2.1 User Interface for Exploration and Querying

In the first phase of the project, the RENDER data will be accessible through public web user interfaces, identical with those currently offered by FactForge (see section 1.5). The main access methods to be exposed are as follows:

- **Incremental URI auto-suggest mechanism.** It allows users to easily find the entity identifiers that they are looking for. On one hand, it allows finding URIs that they do not know or cannot fully type in. On the other, it improves the speed of exploring known URIs, because users do not need to type their full length, but can type just few characteristic symbols and select them;

- **One-node-at-a-time exploration.** This is a standard “linked data browser” metaphor where each URI is represented by a table of two columns – predicates and objects of statements, where this URI appears as a subject. The user can navigate to other URIs by following the hyperlinks of related resources presented in this table. Forest has several features, which allow more ergonomic exploration of repositories containing large volumes of data from multiple datasets; presenting resources in the UI by their “preferred labels”, instead of their URIs (when available⁸); filtering data by language locale and named graph; filtering data by their explicit/implicit status; presenting all URIs that are owl:sameAs-equivalents of the one currently being explored; presenting a text snippet and an image on top of the page (when available). A screenshot of DBPedia’s URI for the city of Karlsruhe is shown in Figure 3;

- **RDF Search, retrieving a ranked list of URIs by keywords.** More information about the RDF Search is provided in section 1.3. From a user interface point of view, Forest renders the results of the RDF Search as a list of URIs, represented by their preferred labels and text snippets, when such are available;

- **SPARQL querying interface.** To facilitate query writing, the form provides: shortcuts for the namespace prefixes used in the repository; references to sample queries and check-boxes, which allow one to determine whether inferred facts should be considered during query evaluation and whether query results should be “expanded” with respect to the standard owl:sameAs semantics;

- **RelFinder.** The graphical search facility called ‘RelFinder’, [17] allows finding paths between selected nodes. This is a computationally intensive activity and the results are displayed and updated dynamically. The resulting graph can be reshaped by the user with simple click and drag operations. Entities within the emerging graph can be selected and a properties box provides links to the sources of information about the entity.

2.2 APIs for Data Access

Programs will be able to access the data published within RENDER via SPARQL end-point, which at a technical level represents a web service conformant with the SPARQL RDF Protocol, [10]. In essence, it allows programs to submit SPARQL queries for evaluation to a remote query processor (a semantic repository) and to retrieve results in a standard format.

Several comments can be made about the SPARQL end-point, providing the RENDER data. As a start, it should be mentioned that SPARQL, as a query language, is agnostic with respect to any form of inference. In other words, the SPARQL specification does not allow one to specify whether statements that are inferred, or can be inferred in the process of query evaluation, should be considered by the query engine during evaluation. More generally the question is whether reasoning with respect to the semantics of the data and the ontologies loaded in the repository should affect the results of the query. BigOWLIM allows the clients to determine their preference how to use the inference in the query evaluation with the help of a special-purpose system predicate in the FROM NAMED clause of a SPARQL query. These system predicates are documented in section 8.6 of the BigOWLIM’s User Guide, [24].

⁸ Preferred labels should be associated with the node via predicate http://factforge.net/preferredLabel
As the data being published by RENDER, or through its publishing facilities, are meant to be entirely open and public, there is no need of any access control. Still, to ensure the smooth operation of the SPARQL endpoint, limitations will be enforced on the maximum size of query results that can be loaded through the public interface and the maximum time for query evaluation. The most important rationale behind such a constraint is to ensure that the SPARQL queries that happen to require massive computational resources are not going to hamper the performance of the entire service.
3  Data Management and Publishing

The API to be used for Data Management and Publication will be SPARQL 1.1 Update, [27]. It was selected because:

- it is the most comprehensive standardized mechanism for management of RDF data;
- it covers the requirements for all low-level tasks that need to be handled in relation to publication and management of data in the context of RENDER.

Essentially, there are two levels of granularity at which data can be updated using the SPARQL update: modifications to the content of a single (named) RDF graph; creation and removal of entire named graphs in a repository. As long as the metadata about the named graphs is RDF, it can be managed with the standard mechanisms for modifying RDF graph content, applied to the default graph of the dataset or to any other graph that can be used for storing such metadata. The following is a short summary of the basic operations for modifying the content of an RDF graph, provided by the SPARQL Update:

- INSERT DATA / DELETE DATA allow adding or removing specific statements that are included inline in the query;
- INSERT / DELETE allow inserting and/or deleting statements, based on query patterns; it is much more powerful and generic than the DATA variants of the operators;
- LOAD inserts all the data from a remote graph into a named graph or into the default graph of the repository;
- CLEAR clears the content of a named graph or of the default graph; the graph itself is not removed.

Since the beginning of the project, Ontotext has dedicated considerable efforts in enabling BigOWLIM to support the SPARQL Update specification and, more generally, SPARQL version 1.1, [16]. Initially the efforts were to achieve this by integrating BigOWLIM with Jena
http://jena.sourceforge.net/, which already supported SPARQL 1.1. Version 3.4 of BigOWLIM was the first one to include Jena integration and SPARQL 1.1 support. With version 3.5, released at the end of March 2011, all functionality, even the advanced features of BigOWLIM is available through the Jena APIs and through SPARQL. An intermediate version was recently provided for independent evaluation and demonstrated outstanding results in the Berlin SPARQL Benchmark, [8]. There is ongoing work to extend the open-source Sesame framework with SPARQL 1.1 support – this will enable BigOWLIM to deliver even better performance with respect to SPARQL 1.1.

At the current phase of the project however, the SPARQL Update functionality will not be available through the public end-points and interfaces, because it is still necessary to properly define the requirements for access control and implement the corresponding policies. Without access control, free public access to interfaces that allow data modification is likely to result in an unpredictable and unusable service. This reveals the need to carefully investigate the requirements in order to deliver the best balance between freedom of modification and stability.

3.1  Linked Data Publishing

As outlined in section 1.1, publishing RDF data as “linked data” requires the following:

1. The “physical” addresses of the published pieces of data should be the same as the “logical” addresses, used as RDF identifiers (URIs);
2. Upon receiving an HTTP request, the server should return a set of triples that describe the resource;
3. Re-use identifiers and vocabulary from other datasets that are also linked data.
Meeting the first requirement is only a matter of properly selecting the namespaces, used for constructing the URIs. Within RENDER, data will be published in the sub-folders of http://data.render-project.eu/ URL\textsuperscript{10}. The HTTP requests to this sub-domain will be directed to a Forest-based service, which is used to provide access to the RENDER data (see section 2); Forest provides support for linked data publishing and can answer HTTP GET requests in accordance with the "linked data etiquette". The separate bodies of data will be loaded in the repository in one or several named graphs, dedicated to them, so that they can be managed separately, but also queried together with the rest of the data.

To meet the third requirement, if the datasets subject to publishing are not already properly linked to other linked data datasets, the standard procedure will be to get them linked to one or more of the dataset in the Reference Knowledge Stack (RKS, see section 1.5). This approach is appropriate for the following reasons:

- RKS already includes several of the most popular datasets of linked data, e.g. DBPedia, Freebase, Geonames and MusicBrainz, and many of the most popular ontologies and schemata (e.g. FOAF and SKOS);
- RKS does not limit the diversity because it includes multiple alternative references for the most popular concepts. For instance, most of the locations can be found in more than three of the datasets in RKS (DBPedia, Freebase, OpenCyc, Geonames). Most of the popular classes and relationships are also available through several ontologies and schemata (PROTON, UMBEL, OpenCyc, DBPedia).

\textsuperscript{10}In special occasions partners will be allowed to publish linked data in different sub-domains, where linked data requests can be properly handled.
4 Conclusion and Future Work

This deliverable documents the data publishing and management web interfaces to be provided in the beginning of the RENDER project. The data will be accessible for read-only queries and exploration by human users through the Forest framework, which offers a range of different user interfaces for this purpose. A SPARQL end-point will allow for programmatic (API-level) access.

As a start, the public RENDER data service will expose the Reference Knowledge Stack – a combination of several datasets and ontologies, selected and interlinked so that they provide: various types of vocabularies (a choice between different design principles, granularities, etc.), multiple alternative references for most of the popular concepts, and good linking to the LOD cloud.

The publishing, management, and modifications of the data will take place though the SPARQL Update specification. To make this possible Ontotext extended the functionality of BigOWLIM so that it could handle SPARQL ver. 1.1, including updates. The performance of this extended version of BigOWLIM was already proven – it demonstrated the best overall performance across all repositories subject to a recent independent evaluation with respect to the Berlin SPARQL Benchmark, [8].

In the course of the project, the requirements for data management will be analysed in order to implement the optimal access control policy that ensures a balance between freedom and ease of use, on one hand, and good reliability of the public data services on the other.
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